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Abstract 

Efficient observation planning and scheduling are critical elements for optimizing the 
exploitation of large facilities and space missions devoted to astronomical research. Many 
projects have developed and used scheduling tools with various algorithms, although this is 
still not common practice in classical observatories. This report describes a hierarchy of 
scheduling applications, ranging from a single telescope up to multi-observatory 
coordination, currently the most complex optimization problem.  
 
Scheduling algorithms increase the return of scientific programmes by optimizing the 
operation of facilities as they follow the specified observation strategies. Scheduling tools 
are especially important for infrastructures where the operation is very complex, e.g. 
observatories with sub-arrays or multi-observatory coordination, or where programmes are 
heterogeneous, time critical, or require fast reaction to changing conditions, such as weather 
or transient events. Otherwise, the result is an inefficient operation or a very high cost in 
specialized human resources. New scientific cases are basically not affordable without using 
this kind of AI tool. Multi-messenger science is an example of the challenges that face 
efficient operation of large facilities, and we present an analysis of how to promote multi-
messenger science through: building collaborations, sharing observatory activities and 
schedules, and providing AI tools for efficient local and global scheduling. 

 
A scheduling framework called STARS is presented. It includes an abstraction of the 
scheduling problem and different algorithms (GA, MOEA, heuristics) that can be used at a 
range of facilities and for multi-observatory coordination. 
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 AMON - The Astrophysical Multimessenger Observatory Network. 
www.amon.psu.edu 

 ASAS-SN – A synoptic survey project using cameras to search for supernovae.  
 ASTERICS - Astronomy ESFRI and Research Infrastructure Cluster. 
 ATel - Astronomer’s Telegram. 
 BlackGEM - Three robotic 65cm telescopes dedicated to the follow-up of 

LIGO/VIRGO targets. astro.ru.nl/blackgem. 
 CARMENES - A dual spectrograph on the 3.5m telescope at Calar Alto Observatory. 
 Chandra – an X-ray satellite observatory. 
 CLEOPATRA - Connecting Locations of ESFRI Observatories and Partners in 

Astronomy for Timing and Real-time Alerts. One of the five work packages in 
ASTERICS. 

 CR - Cosmic Ray. 
 CTA - The Cherenkov Telescope Array. 
 DDT - Director’s Discretionary Time 
 ELT - ESO Extremely Large Telescope.  
 EM - Electro-magnetic 
 ESFRI - European Strategy Forum on Research Infrastructures. 

 Fermi - -ray satellite. 
 Gaia – astrometry satellite. 
 GCN/TAN - GRB Coordinates Network / Transient Astronomy Network. 
 GRB - Gamma-Ray Burst. 
 GW - Gravity Wave. 
 HST - Hubble Space Telescope. 
 KM3NeT - neutrino detector. 
 LCOGT - Las Cumbres Observatory Global Telescope. 
 LIGO - The Laser Interferometer Gravitational-Wave Observatory. 
 LT - The Liverpool Telescope. A 2m aperture robotic telescope operating on La 

Palma. telescope.livjm.ac.uk 
 LSST - The Large Synoptic Survey Telescope (www.lsst.org). This will be an 8m 

telescope capable of imaging the entire visible sky every few nights. Up to 10 million 
transient alerts are expected to be generated each night.  

 The `Marshall’ - A bespoke web-app used by the PESSTO project to coordinate 
follow-up of transient targets to be classified. 

 MeerKAT - A radio telescope array in South Africa. www.ska.ac.za. 
 MeerLICHT - A 65cm optical telescope that will observe the same field as MeerKAT 

at all times. www.meerlicht.org. 
 MoU - Memorandum of Understanding. 
 NRAO - National Radio Astronomy Observatory. 
 NTT - The ESO New Technology Telescope. 
 OMS - Observation Management System. 
 OPTICON – H2020 project promoting EU astronomy. 
 Pan-STARRS – The Panoramic Survey Telescope and Rapid Response System, a 

synoptic survey. 
 PESSTO / ePESSTO - The Public ESO Spectroscopic Survey of Transient Objects 

was an ESO long-term project allocated time on the NTT telescope for the 
spectroscopy of transient targets allowing them to be classified. ePESSTO is a 
successor long-term allocation. 

 SB - Scheduling Block, a generic description of a proposed observation. 
 Scheduler - Process that selects the next SB to be executed by each facility. 

http://www.amon.psu.edu/
http://www.ska.ac.za/
http://www.meerlicht.org/
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 SKA - The Square Kilometer Array. 
 SNe - Supernovae. 
 SNeX - The Supernova Exchange. supernova.exchange/public 
 Swift - The SWIFT Gamma Ray Burst mission. SWIFT is a satellite that monitors 

parts of the sky for Gamma Ray Bursts. 
 TAC - Time Allocation Committee. 
 TAT - Transient and Alert Team. A group within PESSTO tasked with triaging 

incoming alerts. 
 TDE - Tidal Disruption Event, a star is pulled apart by tidal forces as it falls into a 

black hole. 
 TJO - Telescope Joan Oró, a 1m class robotic telescope operating at the Observatori 

Astronòmic del Montsec in Catalunya, Spain. 
 ToO - Target of Opportunity. 
 VIRGO – European laser interferometer gravity wave detector. 
 VISTA – Visible and Infrared Survey Telescope for Astronomy. An ESO survey 

instrument. 
 VLT - The ESO Very Large Telescope(s) at Paranal. 
 VOEvent - A standardized language for reporting astronomical events 

(http://www.ivoa.net/documents/VOEvent). 

VII. PROJECT SUMMARY 

The EU funds a number of astronomical facilities that are members of the `European Strategy 
Forum for Research Infrastructures’, ESFRI. The `ASTtronomy Esfri and Research 
Infrastructure CluSter’, ASTERICS, is a €15 million project funded by the European Horizon 
2020 framework, which aims to address the cross-cutting synergies and common challenges 
shared by the various astronomy ESFRI facilities (e.g SKA, CTA, KM3NeT and ELT). 
 
CLEOPATRA, that is `Connecting Locations of Esfri Observatories and Partners in Astronomy 
for Timing and Real-time Alerts’, is one of the five work packages in ASTERICS. Its aim is to 
develop scheduling schemes that maximise the scientific gain from the facilities. The problem 
domain ranges from scheduling multi-frequency, multi-messenger observations using several 
facilities to the scheduling of complex, many-element detector arrays at a single facility. 

VIII. EXECUTIVE SUMMARY 

The scope of this document includes all aspects of coordinated and multi-messenger 
observing, from the formation of the observing collaboration, through how the collaboration 
works, to the efficient scheduling of the planned observations at the facilities. 
 
First, a description is given of the classical observing process on single facilities, noting 
features that are worth preserving. Next, the recent development of multi-messenger 
astronomy is outlined. Case studies of successful coordinated observing campaigns are 
presented and analysed. The process can be split into two parts: `observation planning’ where 
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the coordinated observations needed for the science are specified, and `observation 
scheduling’ where these observations are executed efficiently at each facility. 
 
Observation planning is itself split into two parts: the formation of the observing collaboration, 
and the working of the collaboration. How collaborations form is discussed; we suggest that 
Facebook could be used to make the process easier or a recently developed tool called 
SMARTNet. Efficient collaborations often communicate internally and order their process using 
web apps; we suggest that a framework and tools be developed to make the construction of 
such things easier.  
 
Results are presented of investigations into candidate algorithms for use in facility observation 
scheduling. We describe a hierarchy of scheduling applications, ranging from a single 
telescope up to the multi-observatory coordination, currently the most complex problem for 
optimization. Algorithms have to be designed to suit the operational design of the facilities and 
the specific observation strategies of the scientific programmes. A scheduling framework called 
STARS is presented, which includes an abstraction of the scheduling problem, and different 
algorithms (GA, MOEA, heuristics) that can be used at different facilities. 
 

LESSONS LEARNED 
 
Task 5.4 is led by J. Colome (IEEC) and involves teams at ATC/STFC, IEEC and GTD. The 
task’s activities were devoted to researching how the SKA and CTA could maximize their 
science return with AI scheduling solutions, and carry out programmes in a coordinated 
manner to do multi-messenger science. Scheduling solutions were explored and applied to 
different test cases in order to extract conclusions that would help extend their applicability to 
other ground and space-based facilities for space science research (e.g. LIGO, E-ELT, ALMA, 
ESA missions). Task 5.4 also incorporates multi-messenger astrophysics at the level of 
promoting consortium and individual collaborations, sharing programmes and schedules, and 
developing scheduling tools that optimize multi-observatory observations. 
 
Several lessons have been learned so far and are listed hereafter: 
 

 Networking: There have been meetings to promote the collaboration of the task 
partners, and also with partners in other tasks (e.g. task 5.2) to find synergies. In 
addition, ASTERICS has enabled participation in external meetings to disseminate the 
project and task activities. The latter has had a significant value, helping to collect 
experiences from various large facilities, and initiating steps towards the transference 
of the task outcomes to others. For instance, communication was initiated with teams 
involved in the scheduling tools for ALMA, LSST and ESO, in addition to the forum 
already available within ASTERICS for the SKA and CTA teams. Specifically, it is worth 
mentioning our participation in the following meetings: the SPIE meeting on 
Astronomical Telescopes and Instrumentation in Edinburgh in June 2016, the 
CLEOPATRA meeting on Transient Alerts in Amsterdam in September 2017, the 
ADASS XXVII conference (Chile, October 2017) where there was a special session on 
`Astronomical Scheduling in the Era of Big Observatories Scheduling’, and the 6th 
International Conference on Space Mission Challenges for Information Technology 
(Alcalá de Henares, Spain, September 2017). We would also like to highlight two 
additional meetings that will take place in the coming months: the ESO conference on 
`Proposal Handling tools’ and the SPIE meeting on `Astronomical Telescopes and 
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Instrumentation 2018’ that will let us disseminate task results to audiences who will play 
a strategic role in future actions related to this task. The community of large facilities is 
concerned about the need to improve planning and scheduling procedures and we 
expect that the new contacts made could translate into future collaborations that will 
continue task 5.4 activities. 

 AI technologies, common features among facilities, and the importance of the 
partnership: Research on AI technologies shows that Genetic Algorithms perform far 
better than Neural Networks, by a factor of 4 – 5. An additional increase in efficiency 
by a factor of 1.5 could be achieved by the use of Multi-Objective Evolutionary 
Algorithms (MOEA). Care is being taken to ensure that the solutions found are not 
limited to the CTA or SKA. Experience on several projects is shared among the different 
partners and the role played in SKA and CTA, in particular, has contributed to a 
productive collaboration, extracting common solutions for task execution that can be 
applied to other observatories. Constraints treated simultaneously are: the maximum 
time allocated for on-source tracking, minimum time spent on slewing, maximum 
number of completed programmes and their relative priority. 

 Scientific vs technological skills: the 5.4 team is made up of technology experts on 
control software with huge experience in the operation of large astronomical facilities, 
and also researchers in astrophysics with expertise on operational models for 
observatories. This situation has avoided biasing the solution for efficient scheduling 
and multi-messenger strategies towards a pure technological solution and, at the same 
time, has helped focus on the conditions for managing astronomical observatories that 
ensure the expected scientific return. For instance, the observation strategies 
associated with different science cases have been modeled and incorporated in the 
proposed scheduling tools, and scientific use cases have been analyzed to select and 
work on those scenarios that will increase the return to the observatories. In particular, 
multi-observatory scheduling has been analyzed to validate the interest of the 
community, not only in transient follow-up, but in the coordinated execution of strategic 
surveys (results will be presented in deliverable 5.12). Therefore, the complementary 
skills that exist in the partnership have played a key role in the results obtained so far 
and presented in this document.  

 Risk from the maturity of the CTA and SKA projects: The level of maturity of the CTA 
and SKA was identified as a risk for the proper execution of the task. Some of the tests 
were planned to be done using existing software for scheduling proposals. It was also 
required that the scientific objectives be defined to work with realistic test cases and 
demonstrate good performance of the technical solutions. It was clear that the risk was 
real and had to be mitigated. This was done by using non-consolidated definitions of 
the scientific programmes (in CTA and SKA), by using other facilities and science cases 
to check a subset of the proposed functionalities, by using operational conditions in 
precursor facilities (GASKAP for SKA) and by using an existing simulation platform at 
IEEC for testing (this platform was extended to test the multi-observatory coordinated 
scheduling, as is going to be described in deliverable 5.12). The available algorithms 
at IEEC, in particular the MOEA, were also adapted to cover the new optimization 
problem. 

 Overlapping interests with task 5.2: Multi-messenger science including transient alerts 
is a key topic for multi-observatory scheduling. We realized there were important 
synergies with task 5.2 from the very beginning so the IEEC team participated in some 
discussions within that task. This resulted in the participation of the IEEC and 
ATC/STFC teams at the Transient Alert workshop organized by task 5.2, where a 
dedicated session was allocated to show the results obtained in task 5.4. The overlap 
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between the tasks is not sufficient to justify merging them, but there are clear benefits 
in following each other’s progress and looking for common approaches. Interaction 
should have been promoted in an earlier stage and will happen in the future.  
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X. THE CONTEXT 

Through most of history, the popular image of an astronomer has been of a person alone at 
night looking at the sky through a telescope. A cliché certainly, but one with a grain of truth; for 
a long time astronomy was done by groups working independently at facilities scattered across 
the world. In such circumstances, the scheduling of observations was done locally, based on 
the conditions and requirements at each site. 

 
Today, we live in a period when astronomical technology has been advancing rapidly. Simple 
observations can now be made remotely using robotic telescopes. Some telescopes are 
antenna arrays that can be used as a single instrument or split into two or three, observing 
different targets simultaneously. New technology has enabled the detection of neutrinos, ɣ-
rays and gravity waves. Another class of instrument aims to image large parts of the sky every 
few days, searching for small changes that signal something interesting. 
 
Not surprisingly, this surge in capability has led to a great increase in our astronomical 
knowledge on all scales, from the structure of the Universe itself down to the detection of many 
planets around other stars. Greater knowledge and greater capability has led to ambitious 
plans for further observations, involving large surveys, or simultaneous observation of targets 
at different wavelengths, or quick reaction to transient phenomena. 
 
The result is that today the use of our facilities is connected and interdependent as never 
before. Local observation scheduling by hand is no longer adequate, instead we need to find 
ways to arrange and coordinate observations efficiently across facilities, taking into account 
the full range of new use cases. This is a fresh and important field, offering great opportunities 
but also with room for mistakes and unfairness to occur. The goal of this document is to 
examine how observation scheduling is currently organized, expose any problems, and 
suggest improvements.  
 
The document title is `Report on Scheduling Algorithms and Standard Interfaces for Cross-
Facility Scheduling’. We have chosen a very broad interpretation of the word ‘scheduling’, one 
that includes all the elements involved in obtaining cross-facility observations; from the 
formation of collaborations, through how collaborations decide on the observations to be made, 
to the efficient scheduling of those observations at the facilities. 

XI. PREVIOUS STUDIES 

People have looked before at the problem of cross-facility observing. Two studies are of 
particular interest, though they both limit themselves to the observation of transients. First, 
`New windows on transients across the Universe’ is an article associated with a Royal Society 
Discussion Meeting (O’Brian 2012), which gives an early look at the field. Second, ‘Paving the 
Way to Simultaneous, Multi-wavelength Astronomy’ (Middleton 2017) summarises the 
recommendations of a 2015 workshop on the subject. It describes in detail the range of 
astronomical targets that would benefit from coordinated observing, lists the difficulties in doing 
so with the present system, and suggests some solutions. 
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XII. CLASSICAL OBSERVING 

We begin by looking at how astronomy is commonly done now. For many years, the typical 
astronomical facility was an observatory on a mountain top, with a telescope, instruments and 
staff. Though funds and observing time were allocated by a national agency, the observations 
were usually made in isolation. Electromagnetic waves (EM) were the only messenger studied. 

 
The `Observation Management System’ (OMS) is the overall high-level process by which 
science results are obtained, from the initial request for time, through the taking of the data, to 
the point where the results are published and archived. Over time, the process followed by 
observatories has converged to a broadly common model: 

 
1. The facility publishes a ‘Call for Proposals’, advertising the capabilities offered and 

setting a deadline. 
2. Scientists submit proposals, describing the data that they want and giving a scientific 

justification of why. 
3. A technical review of each proposal is carried out by observatory staff, a scientific 

review by external scientists, a panel meets to discuss the applications. Proposals 
are ranked, and those above a certain point accepted. 

4. A long-term scheduling plan is constructed, based on the accepted proposals and 
available resources. 

5. A pool of `scheduling blocks’ (SBs) is created, each containing a full description of the 
observation to be performed. 

6. The observations are scheduled. There is much variation in how this is done. For 
example, the HST is very over-subscribed but operates under strict, predictable 
constraints, which encourages and allows time for the development of a carefully 
optimized schedule. Conversely, ALMA has a real-time constraint not known in 
advance, namely the weather, in which case the schedule must remain adaptable up 
to the last minute. 

7. What happens after the data are taken also varies from observatory to observatory. 
The old approach was simply to give the raw data to the applicants and place a copy 
in a public archive after a proprietary period. Nowadays, many facilities have 
pipelines that reduce the data automatically. 

 
Coordinated observations have often been carried out in the classical framework, though the 
process can be laborious. The observer (usually a collaboration) must make separate time 
applications to each required facility, making sure that the multi-facility linkage is clear to each, 
and hope they get the time they ask for. Problems with this are that the observing semesters 
of facilities may not match, and that possibly some applications will be successful but others 
not, resulting in a `patchy’ observation. Once time has been obtained the applicants must then 
work with the facilities to put together the coordinated schedule.  
 
In recent years, some facilities have tried to make the process easier by inviting applications 
for joint observations, e.g. ESO for VLT / XMM-Newton, NRAO for radio / Chandra, HST or 
Swift. However, these changes are piecemeal solutions to the broader problem. 

 
Follow-up of `transient’ events, which are short-lived and pop up unpredictably, is handled by 
observers asking for observations to be made in the event of a specific trigger - so called 
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`Target of Opportunity’ (ToO) time. The observation is made as soon as is convenient after the 
trigger is pulled. In extreme cases, where an important but unforeseen transient occurs, 
observers can apply for `Director’s Discretionary Time’ (DDT) at a facility - with a response 
measured in hours. Obviously, this method cannot be used very often. 

 

 
 

Figure 1 Diagram illustrating the current model for observation management. 

XIII. COORDINATED OBSERVATIONS 

Many targets can benefit from coordinated observation at multiple EM wavelengths. A good 
review of such sources forms part of ‘Paving the Way …’ (Middleton 2017)]. Fig. 2 is taken 
from that paper and shows the wavelengths and coordination timescales of the various  classes 
of target.   
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the EM messenger was observed but today we can see them all, including  from the Sun and 
supernovae, and GW from the merger of massive objects such as black holes or neutron stars.  

 

Current  and GW detectors are sensitive to a large area of sky but have poor directional 
resolution. This means that multi-messenger astronomy today usually consists of an exotic 
transient detection, perhaps correlated with alerts from different messengers, triggering follow-
up EM observations to locate the source, then more detailed measurements of its EM 
characteristics before it fades. 

XIV. CASE STUDIES 

How is observation scheduling done presently? In this section, we look at some examples, 
concentrating on the more complicated use-cases because these are the main drivers of future 
work. We begin with a look at the coordinated observations of various types of object, many 
borrowed from ‘Paving the Way…’ (Middleton 2017), where they are described in greater 
detail. 
 

ACTIVE GALACTIC NUCLEI 
Studies have been made of the relation between accretion disk behaviour and radio jet 
production using monitoring X-ray and VLBA radio data, covering the same period and with 
observations simultaneous within a week or so (Lohfink 2013). This illustrates the fact that 
often data do not have to be obtained as part of a coordinated programme, but can be brought 
together after the event. 

 
In principle, similar studies of the action closer to the central black hole could be made, but this 
would require simultaneity on the order of the light crossing time of the region involved - of 
order hours - requiring monitoring programmes with a higher cadence, or that specific 
coordinated observations be made. 
 

BLAZARS 
These are thought to be radio loud AGN with the jet pointing towards the observer, though the 
details of their behaviour are proving difficult to understand. Long term monitoring of a number 
of sources in radio, optical and ɣ-ray, with weekly cadence and day simultaneity would help 
resolve these difficulties. 
 

SGRA* 
The object at the Galactic Centre is our closest SMBH. As befits a unique and interesting 
source there have been many multi-wavelength studies of it. One notable, recent campaign 
centred around the first observing run of the Event Horizon Telescope (EHT) in April 2017. 
Coordinated observations were obtained using radio (EAVN), mm (GMVA, EHT, ALMA), near 
IR (VLT), X-ray (NuStar, Chandra, Swift) and ɣ-ray (HESS, MAGIC) facilities. Available details 
of the coordination process (Middleton 2017) suggest that some observations were simply 
scheduled as close together as could be managed, while others were ToO, triggered by the 
scheduled observations taking place or by the detection of transients associated with the 
target. This is an example of a case where a prominent observation, in this case the EHT, 
attracts `followers’. 
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16 CASE STUDIES 

 

STELLAR CORONAL ACTIVITY 
Less energetic targets are also of interest. Coordinated, quasi-simultaneous optical and X-ray 
observations have been used to investigate links between coronal emissions from a star with 
the position of an orbiting planet (Scandariato 2013). 
 

VARIABLE REFLECTION NEBULAE 
Many young stars are associated with reflection nebulae, a proportion of which vary in shape, 
e.g. Hind’s Nebula illuminated by T Tau, Gyulbudaghian’s Nebula by PV Cephei. The 
prototypical object is `Hubble’s Variable Nebula’, NGC 2261, illuminated by the Herbig Be star 
R Mon (Lightfoot 1989). 

 
The variability is from shadows cast by objects moving near the star, opening a unique window 
onto the behaviour of protoplanetary disks within 1au of their primary. Robotic telescopes, in 
particular the multi-instrument LCOGT, make possible the acquisition of long-term, high 
cadence image sequences of these objects. It would be interesting to obtain long-slit, medium 
resolution spectra of the reflection nebulae and, by correlating these with the shadows, seek 
to build up a 3d picture of events. Such observations need only be simultaneous on the order 
of days and could be arranged by ToO applications for the spectroscopy. 

 

GW170817 
The examples given so far have been of persistent sources, ones that have been known and 
observed for some time. From here on the example observations are triggered by transients; 
either pre-known objects that are suddenly doing something particularly interesting, or objects 
that were unknown until they brightened and were detected. Newly discovered transients 
usually fade after the initial flare-up so the push to coordinate is largely driven by the need to 
observe them while they are bright enough to see. 
  
Gravity waves from the merger of 2 neutron stars were detected by LIGO and VIRGO on 17th 
Aug 2017. The `LIGO Scientific Collaboration’, comprising over 100 institutions, moved to 
follow up the detection. The following is a brief description of the sequence: 

 
1. The GW event is detected by LIGO/VIRGO. Its signature is consistent with the 

merger of 2 neutron stars, a type of event predicted to have an EM counterpart. 
Fermi-GBM (Gamma-ray Burst Monitor) detects a GRB emitted 1.7s later. Initially, the 
GW source location can only be pinned down to one hemisphere, twelve hours later 
re-analysis of the data narrows this to an area of 28 sq.deg. The GW luminosity and 
likely mass of the neutron stars implies a source distance of about 40 Mpc. 

2. The first requirement is to locate the source accurately. A number of telescopes, 
including Pan-STARRS, VISTA and the LCOGT network, start searching for the 
optical counterpart. They work independently of each other but use similar strategies 
to speed up the search; imaging galaxies in the right area of sky and distance range, 
given that these will contain the great majority of stars in the search volume. The 
Carnegie Observatories team (Swope Supernova Survey) optimise their search 
further by prioritizing locations where as many galaxies as possible can be observed 
in a single field of view. In the event, the Swope 1m telescope is the first to report a 
new optical source in the galaxy NGC 4993, roughly 12.5 hours post event. 
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18 TRENDS IN INSTRUMENTATION 

TDEs, circum-nuclear SNe, blue hyper-variables, GRB, and GW. The TAT can choose to 
ignore them, `snooze’ them i.e. wait for more information to come in, or schedule them for 
follow-up photometry or spectrography. 
 
At the time of writing PESSTO had accepted roughly 40000 transient alerts, and classified 
nearly 8000. 
 

 

 
Figure 3 A screenshot from the PESSTO Marshall web app showing the information for a candidate transient. 

 

XV. TRENDS IN INSTRUMENTATION 

ROBOTIC TELESCOPES 
These are telescopes that operate remotely without human attendance. They are well suited 
to general follow-up observations that are planned and subject to change in real time. 
Observations are generally requested via a web interface, scheduling is managed by a 
computer algorithm. General purpose instruments have been around for a while, e.g. the 
Liverpool Telescope (LT) since 2004, the Las Cumbres Observatory Global Telescope 
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19 TRENDS IN INSTRUMENTATION 

(LCOGT) since 2005, extended in 2013. Both the LT and LCOGT have spectroscopes as well 
as imagers. Cutting edge or operator-intensive instrumentation is not offered. Some robotic 
telescopes are dedicated to particular pursuits, e.g. BlackGEM and MeerLICHT described 
below.  
 

SYNOPTIC SURVEYS 
Synoptic survey instruments obtain a broad picture of the sky and detect changes in it through 
time. The Large Synoptic Survey Telescope (LSST) is one such project, where an 8.4m 
telescope aims to survey the entire accessible sky every 2 nights, beginning in 2023. Analysis 
of the data is expected to generate tens of thousands of transient alerts each night. Care will 
be taken to ensure that the alerts are robust (LSST Science Book Version 2.0, ch.8 2009), and 
each will come with ancillary data. Most of the interesting and well-covered (by the LSST) 
transients will be bright, suitable for follow-up spectroscopy/photometry by telescopes in the 1-
4m range. 

 
The Square Kilometre Array (SKA) will survey a large part of the southern radio sky. In the 
course of these observations, dedicated data reduction pipelines will be searching the data 
stream for evidence of radio transients from pulsars, GRBs, etc. It is anticipated that a very 
large number of transients will be detected each night, though probably not as many as the 
LSST.  

 
The Cherenkov Telescope Array (CTA) will conduct observations of the high energy (20GeV - 
300TeV) ɣ-ray sky for the next decade and beyond. It is expecting to be used as a follow-up 
instrument triggered by high energy transients, and to generate its own alerts from a Very High 
Energy (VHE) transient survey (Acharya, Science with the Cherenkov Telescope Array 2017). 

 
On a smaller scale, BlackGEM will use 3 robotic 65cm telescopes to carry out several surveys, 
one measuring 10000 square degrees (¼ of the sky), every two weeks, starting in September 
2018. BlackGEM is funded by the LIGO and Virgo consortia specifically to locate GW targets 
within the broad `beam’ of the interferometers so, presumably, it will only do synoptic survey 
work when not chasing down a GW detection. 
 

DEDICATED FOLLOW-UP 
BlackGEM is an example of a trend where large facilities fund small optical telescopes to 
perform dedicated optical follow-up. Likewise, MeerLICHT is a single 65cm telescope that has 
been built to image at all times the same piece of sky as is being observed by the MeerKAT 
radio telescope. Both telescopes are robotic. 
 

PRE-ALLOCATED FOLLOW-UP 
A variation on `dedicated follow-up’ is where a large project has time pre-allocated on a range 
of standard facilities. ESA’s `PLanetary Transit and Oscillation of stars’ (PLATO) mission, 
scheduled for launch in 2026, will need many follow-up observations to confirm exoplanet 
candidates. Time for this will be allocated on a range of telescopes. Observations will be 
triggered by a scheduler that will know beforehand the availability and status of the participating 
facilities. The architecture is under discussion, but the need has been clearly identified. 
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THE EXPLOSION OF TRANSIENT NUMBERS 
A most important point is that the advent of facilities such as the LSST, SKA and CTA will 
massively increase the rate at which transients are detected - estimates for the LSST alone 
range up to 107 alerts per night. Human intervention and actual follow-up observations will be 
possible for only a tiny proportion of this number. Most will only be followed up with data mined 
from other surveys. 
 
Automatic alert curation will be essential, which makes high demands on the amount and 
quality of information delivered with each alert. Correlation of alerts and the accumulation of 
information on alert targets is a service offered by the `Astrophysical Multimessenger 
Observatory Network’ (AMON) (Keivani 2017), and we think it likely that this service will be an 
important component in any alert curation system. AMON was constructed to make marginal 
alerts more robust, but further advantages from alert correlation will include updates to the 
target position, and information on follow-up observations, which would all be very useful for 
target filtering. 
 

THE GCN/TAN NETWORK, VOEVENTS AND BEYOND? 
Today, information on transients is communicated via the `GRB Coordinates Network’ (GCN). 

GCN was created to disseminate the coordinates of -ray bursts; its name will be changing to 
`Transient Astronomy Network’ (TAN) as it transitions to handle all types of transient and 
associated follow-up observations. GCN/TAN carries two types of message. `Notices’ 
distribute transient locations via simple, token-value style e-mails, or internet socket packets 
for time-critical applications. `Circulars’ are prose-style e-mails describing follow-up 
observations towards GRBs only; such information for other transient types must use the 
`Astronomer’s Telegram’ (ATel) system. 
 
With the arrival of the LSST and other synoptic survey instruments, alert traffic is expected to 
increase by many orders of magnitude. GCN/TAN will be unable to carry this volume. The 
VOEvent schema and transport protocol were developed by the IVOA as the next generation 
carrier but the current view from the LSST is that even this will not suffice, and they are 
developing a new data format and transport protocol (D.Morris, co-chair IVOA working group, 
private communication). 

XVI. RESEARCH CONFIDENTIALITY 

Confidentiality is an important concern for all observers. Though research results are 
eventually published and the raw data made available to all, privacy is needed while the 
observations are taken and analysed; people often don’t want their line of enquiry to become 
known before it bears fruit. 

 
For classical observing this means that the details of applications for telescope time are kept 
secret, and data are usually kept private for a proprietary period, typically one year, after being 
taken. 

 
In `transient’ astronomy the alert itself is a valuable datum, useless if kept secret for any time, 
so the idea of a proprietary period will not work. A common policy is to share the alert only with 
























































































