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My OBELICS Goals

• WP 3.3 D-INT (Data integration) - Development of 

STOA to prototype workflow system for future 

projects

• WP 3.4 D-ANA (Data analysis) – Next generation 

source finding and characterisation for radio 

astronomy - Basc
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Background - STOA

• Find additional value in already 

processed data – initially the 

ALMA archive

• Do surveys across multiple 

archived projects

• Compare with observations at 

other wavelengths not 

considered in initial project
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Background - STOA

• Important metadata about 

observations is not carried forward 

into ALMA image products

• In order to do batch work across 

heterogenous archive, need a 

uniform metadata format

• Products are always contained in a 

single folder. Use XML file to direct 

later stages of the pipeline

• Groups FITS files into ones that 

pertain to a single image and 

includes identifying information

This observation consists of a primary 

beam corrected image and the flux 

profile used to correct it. Some FITS 

header information is also reproduced
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Background - Basc

https://www.astromatic.net/pubsvn/software/sextractor/trunk/doc/sextractor.pdf

From the SExtractor manual:
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Background - Basc
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Each pair of antennas gives a component

of the Fourier transform of the sky brightness 

Use many antennas to 

get good coverage…

And invert it to get a 

map of the sky



Background - Basc
Dirty CLEANed

Data from project 2013.1.00911.S, PI Dragan Salak
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Background - Basc
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vs. SExtractor 40x difference in flux

Hague et al in preparation

Point source discrimination



STOA - Script Tracking for 

Observational Astronomy

• Process management system

• Runs scripts on multiple sets of 

data, each time with different 

parameters and a different 

environment 

• Collaboration features - can flag 

and annotate data and products

• Interfaces with existing 

astronomy software (e.g. 

TOPCAT)
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Design

• Command line written in 

Python, with web interface 

using Tornado

• Run a process on multiple 

targets, review targets (e.g. 

products folder) that have failed 

and flag targets after manual 

inspection of data

• Modify process and/or 

parameter. Rerun process on 

failed and flagged targets
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Design

Client

Server

SAMP Bridge
HTML 

Request 

Handler 

WS Handler

Backend

Template

JS interface

Pipeline

Indicates A uses B 

A B
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Design

• Can organise the results by observation, 

by matches with existing catalogue.

• Multiple users can work on the same data 

set and can flag data for others 

inspection, and add comments 

• Minimum re-computation – don’t rerun 

the entire batch, or even the entire 

observation, to update the output.

• Allows sharing of data tables with local 

apps via SAMP bridge

SAMP + WS

WebSockets
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Design

ALMA Segment

Web Application

Pipeline Tornado samp.js

SExtractorAegean

Astroquery
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New to this project

Existing technology
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Tables

• Tables both describe the output 

and also control workflows

• Each row, either explicitly in a 

cell or implicitly, should 

describe how the workflow 

behind it operates

• Still under development…
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Generic Fork
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Available from 

https://github.com/petehague/stoa

Dockerfile for quick demo

Example VO interaction

Will be porting my own 

projects ASAP



Current Decisions

• What is the best way to make this widely available?

• How should it connect to other services?

• How can I avoid generating superfluous standards

• What is the best data/workflow representation?
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